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Expansion of x-section

The cross section can be expanded in a series of a small variable T,

2n—1
o(r) = +Za 7T+In2”_17'+--- (1)

NLP

Here 7 can be the N-jettiness variable, the threshold variable
1 — M?/s, the transverse momentum of a lepton pair g7, the mass
ratio m,%/m%,

@ Phenomenology: useful for NN(N)LO differential calculations
in g7/ N-jettiness slicing methods [Moult, Rothen, Stewart,
Tackmann, Zhu 16', Boughezal, Liu, Petriello,16']

e Theory: NLP factorization and resummation [Bonocore, Laenen,
Magnea, Melville, Vernazza, White, 15', 16’, Moult, Stewart, Vita, Zhu, 18’,
Beneke, Broggio, Garny, Jaskiewicz, Szafron, Vernazza, and JW, 18’, Laenen,

Damste, Vernazza, Waalewijn, Zoppi, 20', see below for more refs.]

© Amplitude: general structure, soft theorem [Rodina 19']
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Improvement for subtraction
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Figure: O(a2) correction for DY production with N-jettiness subtraction
from 1612.02911

Without the power corrections, 7.t should be set to below
1073GeV to reproduce the exact NNLO coefficient. The cut can be
relaxed by a factor of 10 when the power corrections are included.
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Recent development

Beyond leading logarithms (at O(as)) [Boughezal, Isgro, Petriello,
18', Ebert, Moult, Stewart, Tackmann, Vita, Zhu, 18’ ]

Beyond 2 — 1 or 1 — 2 [Beekveld, Beenakker, Laenen, White
19’,Boughezal, Isgro, Petriello, 19']

Threshold/Thrust resummation at NLP [Moult, Stewart, Vita, Zhu,
18', Beneke, Broggio, Garny, Jaskiewicz, Szafron, Vernazza, and JW, 18,
Bahjat-Abbas, Bonocore, Damste, Laenen, Magnea, Vernazza, White 19’,
Ajjath, Mukherjee, Ravindran 20']

Rapidity divergences in g1 spectrum or energy-energy
correlators [Ebert, Moult, Stewart, Tackmann, Vita, Zhu, 18’, Moult, Vita,
Yan, 19']

Soft quark Sudakov [Liu, Penin, 17", Moult, Stewart, Vita, Zhu, 19", Liu,
Mecaj, Neubert, Wang, Fleming, 20’, JW, 20']

Subleading power effects in B physics and heavy quarkonium
pl’OduCtiOh [Ma, Qiu, Sterman, Zhang 13’, Lee, Sterman 20’, Li, Li, Sheng
Wang, Wang, Wei, 17°,20']
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An example

Energy-Energy Correlator is defined by
2E,E,
EEC(x Z / dovVsatbiX g — Q20 5(COS 0ap — cos ) (2)

The NLP result is [Moult, Vita, Yan, 197]

EEC(? \/ED[\/EIn(l —2z)], a=as/(4m)Ca

n+122n+1 +1 2 1
with
1-— COos Y 1 _x2 52 X £2
== D(x) = Eﬁe erfi(x) = e dt e (4)
0
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The origin of large logarithms

In the soft limit k* — 0, (LBK/soft theorem)

- k - pi k- pi

)Ao<{p,-}) (5)
with

90
8piz/ ! apiu

JHV = pr

]

+5" (6)
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The origin of large logarithms

In the soft limit k* — 0, (LBK/soft theorem)

Ak (pi}) = S (—g)T; (g(”""’ﬂkﬂ" )Ao({Pi}) (5)

- k - pi k- pi
with
0 0
JH = pt —pY Y 6
l Pi 8piz/ P 0Piy * ! ( )
Integrating over the constrained phase space,
1 1
dkd(k*)0(k° f(k 7
[ R0 ) )
1 1
| 8
-7 ; +InT (8)
1 1 In7 1 5
?T€:?+?+§ln7 (9)
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The origin of large logarithms

IR poles “
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]

Controlled by anomalous dimensions of certain effective operators
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]

Controlled by anomalous dimensions of certain effective operators

At leading power, up to the two-loop level,

M= —veusp(as) Y _Ti-T; In( )—i—Z'y, as) (10)

i<j
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]

Controlled by anomalous dimensions of certain effective operators

At leading power, up to the two-loop level,

M= —veusp(as) Y _Ti-T; In( )—i—Z'y, as) (10)

i<j

with | /s;; a hard scale.
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]

Controlled by anomalous dimensions of certain effective operators

At leading power, up to the two-loop level,

M= —veusp(as) Y _Ti-T; In( )—i—Z'y, as) (10)

i<j
with | /s;; a hard scale.

d 2

dinp

C\/(-l\/lz,,u) = |:CF'Ycusp| +'7V:| CV(_M2MU') (11)
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The origin of large logarithms

IR poles “

IR divergences of virtual corrections in QCD < UV divergences of
loop diagrams in soft-collinear effective theory [Becher, Neubert 09]

Controlled by anomalous dimensions of certain effective operators

At leading power, up to the two-loop level,

M= —veusp(as) Y _Ti-T; In( )—i—Zv, as) (10)

i<j
with | /s;; a hard scale.

d 2

dinp

C\/(-l\/lz,,u) = |:CF'Ycusp| +'7V:| CV(_M2MU') (11)

Next-to-leading power?
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Subleading power operators

N
LScET = Z ﬁi(wia ws) + ﬁs(ws) (12)

i=1
The general structure of subleading operators

N
J= /dt C({t,-k})Js(O)iI:[lJ;(t,-l, b)) (13)

where

JI ity Lipy o - H % ti, nl-‘r (14)

with gauge-invariant collinear ' bmldmg blocks”

Xi(tiniy) = I/\/I.Tf,- collinear quark
Yi(tinit) € ) —_— :
Al (tiniy) = WDV W] collinear gluon
(15)
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Subleading power operators

LP:
JRO(t;) = piltiniy) . (16)
NLP [O()), O(A?)]:
@ i0, — JAL =9, JAO
@ in_Ds=in_0+ gsn_As — eliminated by E.o.M
o more building blocks  — JBY = 4 (t; ni )i, (ti,niy)
@ new building blocks, e.g., n_A — eliminated by E.o.M

o pure soft sector Js, e.g., g ~ O(\3), F ~ O()\*), not needed
at NLP

@ time-ordered product operators

JTY(8) = i/d“xT (o). £} )
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LBK Theorem

Consider a process ud — ud + g.

k

Ak (o)) = Z(—gs)Ti <5(kk.)l-3ip,- N E#kkf/j

!

>Ao({Pi}) (18)

i
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LBK Theorem

6(/{) - pi n €'ukl,J;W
k- pi k- pi

Ak, (pi) = S (~g)T; (

1

)Ao({p,-}) (19)

v 1 a v 8 v
S = bl el o+ E (20)
iv 114

We expand the propagators in diagram (a)

(Pl - k)ff _ _p1-e N iXHe, k,
(pr—k)? —pi-k  —pi-k
1 I S

(pr—ps— k)2 (pr—ps)>  Opi(p1—p3)?

(21)

(22)
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We expand the propagators in diagram (a)
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(22)

Where is the blue part?
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k- pi k- pi

Ak, (pi) = S (~g)T; (
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We expand the propagators in diagram (a)
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Where is the blue part? It comes from diagram (e),

Jian Wang Large logarithms at NLP September 18, 2020 11 /33



LBK Theorem

6(/{) - pi n €'ukl,J;W
k- pi k- pi

Ak, (pi) = S (~g)T; (

1

)Ao({p,-}) (19)

v 1 a v 8 v
S = bl el o+ E (20)
iv 114

We expand the propagators in diagram (a)

(Pl - k)ff _ _p1-e N iXHe, k,
(pr—k)? —pi-k  —pi-k
1 I S

(pr—ps— k)2 (pr—ps)>  Opi(p1—p3)?

(21)

(22)

Where is the blue part? It comes from diagram (e), or from gauge
invariance.
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LBK Theorem

We reproduce LBK theorem with two time-ordered products

/ d*xT{J £O(x)}, / d*xT{JA, LM (x)}
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LBK Theorem

We reproduce LBK theorem with two time-ordered products

/ d*xT{J2 L3 (x)}, / d*xT{JA, LD (x)}
No operators with soft fields needed!

No Ward identity needed!
JAL is related to JAC.
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LBK Theorem

We reproduce LBK theorem with two time-ordered products

/ d*xT{J £O(x)}, / d*xT{JA, LM (x)}

No operators with soft fields needed!

No Ward identity needed!

JAL is related to JAC.

The LBK theorem has also been proven in the framework of
label-SCET, [Larkoski, Neill, Stewart 14']. different operators, different
propagators, different vertices

The two formulations of SCET recover the LBK formula in rather

different ways.
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Anomalous dimensions

With the definition I = — ( d z) z1,

dinp
Fpo(x,y) =
—SiiXi, Xj
3pad(x = ) | ~tepln) 0 3 T Tyt (25 ) 4 37 57 )
i<i Kl H P
+23 80— y)vpex,y) + 2D 8(x — y)vko(y) - (23)
i i<j

In the calculation, we have used offshellness to regularize the IR poles, and
found that they cancel between the soft and collinear contributions.

r— ( ) Cpr(a) ) _ ( Tro 0 ) (24)
3a5CF
Qs - 4 (q)
Yeusp(as) = — and 7 (as) = a (25)
0 ()
i_ (g O ) i_ ( 0o 0 >
v = i o= : 26
( 0 Yprq! ’Y'{'(P’)Q 0 ( )
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Collinear anomalous dimensions, B1 to B1 with F=2

i asTi - T; 1 1
Honsrns(0Y) = zrz{@wm<me{x_J oy [ 1]
+ +

—mX—nlyg—my—nlyz)

_%(aiﬂ - (01v1)ps (9(X—y)§+9(y—x)§) } (27)
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B1 to B1 with F=1

i) = T g (006 [2] ot [25]
0(x —y) Xx+7)\ _0y—=x) o -
(1, 22) e
O st (02 4 2 }
_as(Cr J;:,-l ‘Ty) {gﬁ“&lg (9(xy—xy)>‘<()_(+y) . e(yy— <) _y)>
+ i(hi,m)aﬂ("(xyj)%y 1)+ 0(}7)7)()(>'<y)>}
+ O 2 (1 Das (28)

consistent with previous results [Hill, Becher, Lee, Neubert, 04', Beneke, Yang, 05']

and recent work [Alte, Kénig, Neubert, 18'].
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B2 to B2 mixing with F=1

(a,ii (b,1) (b,ii

%@%%

i
’VA/"E)”)(,A/’B"X(Xa y) =

pup _vo aSTil 'Ti2 _ 1 — 1
L {9(X y) [X_y]:r@(y x) [y_

—0(x—y) y” 0(y - )ijfy}

.

asT; - T; v,po as(Ce+ Ty - T; v,po
+ 817r ZMH P (x,y)— ( 871— 1 Z)NH P (X,y)
asC X
+ % 3 (2g —xvivL) (’M’M + 7gl ) (29)
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B2 to C2 mixing with F=1

i « oA
7:4#aau£7AodA)\e§(X7ylay2) = _é /;L;e (Xay17y2) . (30)
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(o
L7 (@, g1, yo)l ey

229, + 22

3 — 1l
J2Y1Y3

:i{|: 0(x — y2)0(y5 — )

Y23 27t

o)

2 2 1 v 2 o
0y — 2)0(x)—— + 0(2)0(x — §is) —— } { g ( i, 2007
Y2Ys3 z a

Tr

Lo, (99 gl@i—a)\ | 1, (v 200G+ - Y1 o
291( z + o +29L 7 + + By 9L’M"/L

Yoo n o w o Y2 o o Vo o
=5z WOV +910T) - 5 = (91 I0L + gt + ot nn)}
1 Y B . T
+-|0(x —y J—17+0J—19 — —0(x)f(x — y3) —
3|l = v =) Gav1Ts v~ 2)éz )112111 (@)8( 3)112;1/3
T SRS VA S ST abe phed e
[ 200917+ = 2919l — 991 — s }}f b el 4 (yido 4 yae))
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Collinear anomalous dimensions with F=1

Ton | Tix
Yrg = JA 0| 0

B1 i
JAX 0 T Ax,Ax

Jggx Jfgx J(ﬁix) J.g.?‘lx JC?

oo || 0] 00 0 0

B2 (4.7) (4.8) |(4.22) (4.30)
0

WFQ = j—
Thtay) (4.9)

T 0 |[(4.

o OO O

XXX
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Soft anomalous dimensions

’Yij
(78),(47%) (448, )

GHv = wr o ni_nj_
i =& ni—nj_ | (ni—nj_)P;iP; "
i—nj— i—Nj— )iy

@ The single insertions with £(}) never contribute to the
one-loop anomalous dimension matrix to O(\?).

@ The soft one-loop diagrams within a single collinear direction
do not contribute to the anomalous dimension at any power
of \.
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One £® insertion

i 0 (33)
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Two £(1) insertions in two directions

o Vi)
(2.0, (1) (45, (Jssxé)
Tb(T T,)G <7 L+ hf_“”) 556 (34)
.y (e%%
v y117yJ1)
(U,(Me). ( ), ),
Vv
2 Tb-l-c . ) I,y,u +’YLFVLI <7ij’71j+ 1 J-J><35)
Vi o Yir Bs
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Soft quark interaction

i -0 36
el (36)
AU 0 (37)

1 pr—
T(P.LY).Q

The fermion number is conserved up to one-loop and O(\?) —
classify the anomalous dimension according to collinear sectors
with definite fermion number.

If the quark is massive and light compare to the hard scale, then
there are large logarithms In" m?/ Q2.
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Sij
I

r= _’Ycusp(as) ZTI : Tj In (

i<j

) +Y s (39

Choose a non-special frame, p; # 0,

1
s,((?) = E(nk—njf)(nk-&-pk)(nﬂrpj)’ (39)
sg = S5+ (meepe)(m—poj) + (njep)(nj—pii) + O(N?)
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Sij
I

r= _A/cusp(as) ZTI : Tj In (

i<j

) +Y s (39

Choose a non-special frame, p; # 0,

0 1
s,(g-) = E(nk—njf)(nk-&-pk)(nﬂrpj) ’ (39)
Sk = s,(g(-)) + (M4 P)(nk—p1j) + (njp)(nj—pik) + O(/\2) )
4O
r = _'Ycusp(as) Z Tk - Tj In 2J + Z’Yk(as)
k<j H k
2n;_pk

- ’Ycusp(as) Z Ty - Tj( + O(/\z)

kAj nk—nj*)(nk-&-Pk)
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A missing part: Interpretation

ITN(E) — S (), (40)
nj”_&k,-

(n—nj—)(nivpi)

. a )
fyll;J’_Ql_:?sTk'Tj +(kHJ), (41)
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A missing part: Interpretation

ST () = I (8 (40)

#5.

oo _ Qs . 0K
YRGS T () (i i)

+(k < J), (41)

RPI invariance implies
2t
ni—nj_

/dsdt C(AO’AO)(t, S) )‘(j(snj+)l' 1+ nj— - 0L X,-(tn,-+) R

i
—2m 9 (40,40

CALA L (i pi niypj) = )(nig-pi, nisp;) -
( i+Pi J+p_1) ni_nj_ ani—i—Pi ( i+Pi J+p_1)
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A missing part: Interpretation

ST () = I (8 (40)

#5.

oo _ Qs . 0K
YRGS T () (i i)

+(k < J), (41)

RPI invariance implies

/dsdt CAOA0 (¢ 5) %(snjy )T [1 + 2t

ni—nj_

nj_ - 3L,} xi(tnit),

o

—=2n; o
C(Al,AO)u iy pi, Nisp;) = J— C(AO,AO) njspi, Nisp;).
( i+Pi J+p_1) ni_nj_ ani—i—Pi ( i+Pi J+p_1)

RG mixing
(0)

]
2
I

FIron ﬁ: e [%usp(as)T,- Tjln—o w] clALA0
I
2nj_ (A0,40)
+7cusp(a$)Ti ' ij Vv (ni+pi7 nj+Pj) (42)
i—=Mj— )i+ Pi
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Reuvisit the soft loop
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Reuvisit the soft loop

iy

=& (e w gsF,iu wi) ks (43)

1
E(l) gl ( mL’ inj; D; gSASL’ +g$ASLI 1 D ,wi’ + [(x10)(gsni—A )]> ﬁl+ i
I+ ,+
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Reuvisit the soft loop

i—

= g, (Xi,'nl'j VVigsF;ju VV,T) ﬁi+ &i - (43)

1
E(l) gl ( mL’ inj; D; gSASL’ +g$ASLI 1 D ,wi’ + [(x10)(gsni—A )]> ﬁl+ i
I+ ,+

The difference is given by the eom Lagranglan
(0)

_ 0S
1) — A1) v _ F ] &i
AL:& = E&_ - E& = & /ngJ_,ASTEI +h.c., (44)
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Reuvisit the soft loop

i, (43)

=& (it w, gsF,iV wi) 5

1
E(l) gl ( mL’ inj; D; gSASL’ +g$ASLI 1 D ,wi’ + [(x10)(gsni—A )]> ﬁl+ i
I+ ,+

The difference is given by the eom Lagranglan
W _ A0 _ ) : 658
Aﬁff = 'CE/' - ['5/‘ = gi ingJ_iAsTg; + h.c. ) (44)
On-shell matrix element: take p?> — 0 first and then expand in ¢, so
1/e(p?)=¢ — 0
To extract UV divergences: expand in ¢ first (and then p?> — 0)
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Lessons learned

St = I () (45)
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EoM operators mixing into physical operators
— Violation of Kluberg-Stern-Zuber theorem (1975)7
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Lessons learned

St = I () (45)

EoM operators mixing into physical operators

— Violation of Kluberg-Stern-Zuber theorem (1975)7

Which Lagrangian or field representation of SCET is the one that
correctly reproduces QCD in the IR?
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Lessons learned

St = I () (45)

EoM operators mixing into physical operators

— Violation of Kluberg-Stern-Zuber theorem (1975)7

Which Lagrangian or field representation of SCET is the one that
correctly reproduces QCD in the IR?

The KSZ theorem is violated due to the momentum derivative
coming from the x/' term in the Lagrangian, which in turn arises
from the multipole expansion, and because there is a logarithmic
dependence on p? instead of polynomial dependence since in SCET
double poles in 1/€ appear already at one loop.
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Lessons learned

St = I () (45)

EoM operators mixing into physical operators

— Violation of Kluberg-Stern-Zuber theorem (1975)7

Which Lagrangian or field representation of SCET is the one that
correctly reproduces QCD in the IR?

The KSZ theorem is violated due to the momentum derivative
coming from the x/' term in the Lagrangian, which in turn arises
from the multipole expansion, and because there is a logarithmic
dependence on p? instead of polynomial dependence since in SCET
double poles in 1/€ appear already at one loop.

Once the counterterms and anomalous dimensions are determined,
eom operators are no longer needed, field redefinition may be
performed, and any Lagrangian obtained in this way can be used
to compute on-shell amplitudes in SCET.
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Double logarithms in off-diagonal splitting kernel

The DGLAP splitting kernel [Vogt 101

1 asC o
LL . s“F G 2
qu (N) = N . Bo(a), a— ?(CF — CA) In N, (46)
where
= B, , -1 1 _ -1 _1
:g anla y Uy =5 Uy » Yy 4
Bol) prd (2™ 2060300 (47)
Compared to
Pil(N) = =2l cusp(ais) In N (48)
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Off-diagonal DIS cross section
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Off-diagonal DIS cross section

1 2 €
_ K
W‘bﬂ}qdﬂﬁqg _/0 dz (ng22> qu(sqg’z)‘squy o (49)

X

_ e7Ec Q2 ’Mqaﬁ*%qg‘z _ s Cr 22 2
Pag(sag:2) = 1672 (1 —¢) |Mol2 27 z +0(e A7)
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Off-diagonal DIS cross section

[y

o
Pag(Sag> Z)l1-100p = qu(sqgaz)hree?s:z
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Off-diagonal DIS cross section

as 1
Pag(Sag> Z)l1-100p = qu(sqgaz)hree?s:z

() omon()
() (&) +(£)]) o

We get the terms with T; - Tg and Ty - T by standard method.
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Off-diagonal DIS cross section

as 1
Pag(Sag> Z)l1-100p = qu(sqgaz)hree?s:z
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We get the terms with T; - Tg and Ty - T by standard method.
Caution: Keep z™¢!
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Off-diagonal DIS cross section

A new scale \/zQ emerges dynamically.
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Off-diagonal DIS cross section

A new scale \/zQ emerges dynamically.
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Off-diagonal DIS cross section

A new scale \/zQ emerges dynamically.
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Off-diagonal DIS cross section

1 Cr asCrinN w 3 3
WNLP.LP _ s ( a/w_Sa SF)
49 TOANINNGCr—Ca P |7 € Jev—_1\® ¢ 7F€
w=—clnh, a:%(CF—CA)InzN, (54)
§,_Q;C1{(g) (NE—l)—eInN}, i=AF, (55)
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Off-diagonal DIS cross section

WNLP.LP _ 1 Cr exp asCrInN w (ea/wegA B egF)
.9 2NInN Cr — Cy T € |ev—1
_ s 2
w=—elnN, a=—(Cr—Ca)In" N, (54)
T

= asG L [\, . ,

Si= - 62{(02 (N =1)—€ln N, i=AF, (55)
Wea/w
F(w,a) = P Fpole(w, @) + Fan(w, a) (56)
NLP _ ANLP 7LP | FLP 7NLP

Wdhq — “o.q qu + C¢7ngq ) (57)

Jian Wang Large logarithms at NLP September 18, 2020 32/33



Off-diagonal DIS cross section

WNLP.LP _ 1 Cr exp asCrInN w (ea/wegA B egF)
.9 2NInN Cr — Cy T € |ev—1
w=—elnN, a:%(CF—CA)InzN, (54)
™
= (07 C,‘ 1 u2 ‘ € .
5,': ;_ 62{(02) (N—l)—elnN}, I:A7F,(55)
Wea/w
F(w,a) = P Fpole(w, @) + Fan(w, a) (56)
NLP _ ANLP ZLP | ~LP ZNLP
Wdhq - Cqb-,q qu + ¢>7ng€7 ) (57)
1 asC d 1 a,C
Pé\;LP,LL(N) =% s-F Foole(w, a) —w $Fpole(w, a)| = 5 s7T F Bo(a)
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We list the subleading power operators for a N-jet process in
SCET.

Their anomalous dimensions have been calculated in the cases
of fermion number |F| =1,2.

The general structure has a similar pattern to the Leading
Power result, but contains more information about the
operators.

At NLP, the KSZ theorem is violated.

For singular operators, end-point divergences appear and naive
factorization breaks down. New scales emerge and two-step
matching is needed.

Consistency relations in d-dimension are employed to derive
the off-diagonal DGLAP splitting kernel, which contain double
logarithms in itself.

Jian Wang Large logarithms at NLP September 18, 2020 33 /33



We list the subleading power operators for a N-jet process in
SCET.

Their anomalous dimensions have been calculated in the cases
of fermion number |F| =1,2.

The general structure has a similar pattern to the Leading
Power result, but contains more information about the
operators.

At NLP, the KSZ theorem is violated.

For singular operators, end-point divergences appear and naive
factorization breaks down. New scales emerge and two-step
matching is needed.

Consistency relations in d-dimension are employed to derive
the off-diagonal DGLAP splitting kernel, which contain double
logarithms in itself.

Thank you !
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